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Real-Time Computing in Open tion built with this open, standards-based premise have been
. termed open-architecture controlléds-3]. The open-architecture
Systems for Manufacturing strategy is part of an effort to improve the agility of manufactur-

ing by integrating the shop floor directly into the enterprise busi-
ness systems. Numerous benefits to factory automation can be

Harry H. Cheng achieved by using commodity hardware and software from the
Mem. ASME, Department of Mechanical and computing and communication markets—e.g., improved time to
Aeronautical Engineering, University of California, market, increased production yield, lower product cost, increased
One Shields Avenue, Davis, CA 95616 production capacity, reduced inventory, and optimization of pro-

duction workforce.
The trend toward adopting open, desktop technology on the

Freder!c_k Proctor, John L. Michaloski, shop floor means that the factory automation market may be
and William P. Shackleford poised to benefit but there are obstacles blocking immediate suc-
Intelligent Systems Division, National Institute of cess. Many factory automation applications have strict safety, re-
Standards and Technology, 100 Bureau Drive, liability, and real-time performance requirements not faced by the

desktop computing products. This paper will study the impact of
reliability and real-time performance requirements on using or
adapting desktop open architecture tools and services for factory
automation. Market surveys for available open desktop products
This article reviews various mechanisms in languages and opdrased on applicability to factory automation will be presented.
ating systems for deterministic real-time computing. Opeffypical factory automation that will be considered includes com-
architecture systems will be defined and their applications iputer numerical controlCNC) for milling, material handling ro-
manufacturing will be addressed. Market directions for operbotics, and coordinate measuring machi@&M) for part inspec-
architecture manufacturing systems will be surveyed. Perfation, Programmable Logic ControlléPLC), and General Motion
mance issues based on real-time, reliability, and safety will b@ontrol (GMC) found in the packaging industry.
discussed relating to manufacturing factory automation designedThe paper will begin with a characterization of open-
and implemented with component-based, plug-and-play opearchitecture and then review the implications that open means to
architecture. [DOI: 10.1115/1.1351819 factory automation on the shop floor. Next, the real-time require-
ments of factory automation will be discussed as well as the im-
pact of these requirements on systems issues, such as operating
. system, communication and platform. A look at the concept of
1 Introduction hard and soft real-time will the reviewed as an industry bench-
Machine controllers for factory automation have evolved frormark concept and as a more formalized correctness requirement.
their origins in mechanical devices for regulating and transfornf-he paper continues with a look at programming technologies
ing engine power, into computers ranging in size from tiny enincluding programming languages and software development
bedded chips to networks of high-performance workstationstrategies, as they apply to developing open-architecture, real-
However, the physical constraints of factory floor operation, ittme, machine control applications. The importance of
cluding harsh environment, continual operation, high perfocomponent-based technology and the impact on factory automa-
mance, and long capitalization life expectancy have limited méen will be examined. Finally, a summary will be presented con-
chine controller's advancements so that they have historicakjdering the influence that real-time requirements have on the de-
lagged behind mainstream hardware and software technology. Vedopment of open architecture factory automation.
special purpose systems, such factory automation is costly to sup-
port and maintain, and often, the provider is the sole supplier of open Architecture
parts and service. Moreover, such systems cannot easily adapt to . . -
meet new manufacturing demands or technology innovations. AN open-architecture is the definition of a set of components
Manufacturers realize the shortcomings of proprietary solutioNéth well-defined behavior and well-defined relationships, and for
and are eager to leverage commodity PC hardware and softward/fich the definition is known to all. Often the definition is stan-
machine control. This has resulted in the trend in factory autom@ardized, either through a standards body or through de facto
tion for open, standards-based computer products by opting fyioption by a wide community. In some cases, component ven-
general-purpose off-the-shelf PC hardware and software techn‘i'ﬂ’-rs provide the definition. Desktop computing is one of the most
ogy wherever possible, and adapting it to the more stringent nedgely known examples of an open-architecture, where compo-

of the factory floor. Machine controllers used in factory automdlents include display monitors, input devices, storage devices, and
software functions provided by the operating system or applica-

. ) T tions. Here, there is a combination of formal standafesg.
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Table 1 Desktop open formal and de facto standards

and optimization of production workforce. The potential produc-

Acronym/Name Purpose tivity benefits are not just for end-users and OEMs, but the control
ATM Asynchronous Transfer Mode Higher speed network technology - _ B _
ST Batic Toput Output Sysiem 08 booting kereel o ROM vendors can also benefit from open-architecture and component
COM Component Object Model Microsot Component Model ___ based technology. Using a standard framework in which to de-
. S =
CORBA Commn Object Request Broker | OMG Distributed Component Mode velop components, control vendors can concentrate on
DOS Disk Operating Systemn Basic PC OS ___ application-specific improvements that define their strategic
Ethernet Local Area Network(LAN) specification, now the . R
IEEE 8023 market-share—as opposed to spending valuable programming re-

FDDI Fiber Distributed Data Interface ANSI network standard H 5 H F 1 [ ” .
Firewire Apple trademarked name for IEEE | IO external bus/network supporting plug-and-play sources relnventlng _and malntalmng Soﬁware plumblng'_ With

1394 hot plugging, and power. the shortage for skilled software professionals on the rise, the
IDE I d Drive El ATA Disk Drive specificati H H :
PCMCIA Personal Computer Memory Card { Standard for small, devices, called PC Cards, to necessr[y to !everage CommOdlty software teChnOIOQy IS even

International Association PCs. more Compe”mg.
FOSIX Portable Operating System Inter- | IEEE and SO sndards Open-architecture system development raises some issues

face for UNIX - .
SCSt Small Computer System Interface | Parallel lnierface i When systems are assembled using an open-architecture ap-
USB Universal Serial Bus 10 external bus/network supporting plug-and- o ey .

play, hot plugging and power. proach, the responsibility to make systems work shifts to the user

VGA Video Graphics Array De facto PC display standard H H H
M R e s s or a systems integrator. When failures occur, it may be hard to

determine which vendor’s component is causing the problem, and
can lead to vendor “finger-pointing.” Open systems are also often
not tested to the same level of robustness that mature proprietary
many of the desktop open standards mentioned in this paper. Incamtrol systems have been, resulting in higher risk for some ap-
open-architecture, in theory, any vendor can provide any compglications. Further, many factory automation applications have
nent. With de facto standards, in practice, some components nsaict safety and reliability requirements not faced by the more
only be available through a single vendor. However, as long as #gdely known desktop computing architectures. Failure to control
onerous barriers exist that prevent any component from being pequipment like machine tools or robots can damage expensive
vided by any party, the architecture is open. _parts, fixtures, and tooling, and can cause injury or death. Big
Open-architecture systems differ widely in the degree to whi});tomation end users are beginning to hold vendors contractually
they are “open,” in the intuitive sense of the word. In some casefape for downtime cost, which can reach tens of thousands of
systems may be comprised of commodity hardware and opefsars a minute. Additionally, unlike the desktop PC industry
source software, s that virtually every aspect of all componenty (g o e the hardware components are commodities, with the under-

publicly visible. In other cases, systems may consist of proprieta] : . .
. . - Ing operating system software dominated by a single company,
components with de facto interfaces provided by the vendors. gmaF;\ufactL?rin{; industry is much more div)érsifiedgwith di#er-y

practice, open architecture systems balance the need for puf)l . s f ; i licati Theref it
disclosure of component and interface specifications with the ne - requirements for various speciiic applications. 1heretore, 1t 1s
icult to have a single model with real-time constraints which

to protect intellectual property, so that the resulting system h . . .
marr)ket viability. property 9 sy can be copied exactly to solve different manufacturing problems.

By definition, an open-architecture provides open access b reality, a plug-and-play open-architecture, combined with
real-time data and information that can be used to allow verticg®Mponent-based reconfigurable software, is the only solution to
integration of machines within the enterprise, and is critical t§'ese various manufacturing problems.
agile manufacturing. Middle-level information systems, called Where safety and reliability are critical, the augmented archi-
Manufacturing Execution Systenf®IES), bridge the information tecture has emerged as an alternative to purely open approach, in
gap between the upstream and downstream systems. MES systaiftish an open system acts as a front end to a proprietary real-time
can collect data from the machines to continually monitor arebntroller, through a controlled communication link. All access to
improve the manufacturing process leading to increased prodtiee real-time controller is done via software provided by the ven-
tivity and quality. MES track and manage all aspects of a job ator that runs on the open system. This prevents any modification
the factory floor in near real-time. MES play essential supervisouf the real-time controller, except as allowed by the vendor’s soft-
and monitoring roles that link all levels of manufacturing angvare interface on the open system. The augmented architecture is
business operations. For example, they identify bottlenecks angended to support the integration of controller and factory data,
material shortages on the shop floor, and they provide near refgl applications such as data logging, file sharing, resource or
time performance of manufacturing systems along with compagionsumable status monitoring, and diagnostics. It is also intended
son with the past performance and projected results. Through tfisajlow third parties to customize the graphical user interface.
vertical integration, factory-floor in_formation systems, which foggme access to real-time controller data may be allowed, such as
cus on the operation of mechatronic systems and on the controlgsiguration parameters. In these cases, the open system is serv-
processes, can communicate both directly and regularly with frqply 55 3 replacement for the traditional proprietary interface given

office information systems, which are used for design, Proceggqy stems integrators for configuring the machine for installation
planning, quality control, accounting, forecasting, and other et resale to customers

source planning activities. As a result, upstream information SYSThe use of open-architectures is seen as vital to improving

tems are aware of important manufacturing details such as the . L ; . .
anufacturing within numerous industry groups, including the

availability of appropriate tools; records of past process; maintg- .
nance schedule; or the status of work in progress. A growing pusiee" Madular Architecture Controlle(rOMAC) Us?rs Group,
brog g gp for Process ContrdlOPQ), the Robotic Industries Associa-

among manufacturers is to move to an Internet-enabled busin h | . .
requiring build-to-order vertical-integration manufacturing modd{on (RIA), and the Metrology Automation AssociatidMAA ).

that emphasizes low inventories, short cycle times and quick orddMAC is focusing on computer-numerical controllé&NCs for
execution. With enterprises faced with these time-to-market pré8achine tools, and general motion control for the packaging in-
sures, factory automation must be implemented quickly and mogiustry. OPC is an industry consortium focusing on standard inter-
fied easily. The open architecture ability to reconfigure or exteri@ce for the exchange of data between hardware field devices and
existing equipment to meet new needs is particularly powerful &tomation/control or enterprise business applications. The RIA is
meeting these challenges. focusing on robotics, and the MAA is focusing on metrology
The potential benefits from open-architecture controllers iequipment such as coordinate measuring machine and portable
clude improved time to market, increased production yield, lowénspection arms. Internationally, European companies have
product cost, increased production capacity, reduced inventofgrmed the Open System Architecture for Controls within Auto-
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mation SystemgOSACA) consortium, and the Japanese haveun into seconds or minutes. Non-real-time refers to background
formed the Japan Factory Automation Open Systems Promotitasks that can accept a laissez-faire scheduling policy with no
Group (JOB. catastrophic side effects should a deadline be missed. An impor-
OPC has been the leader in the realization of open systetast distinction should be made. The factory automation use of the
products with over 250 manufacturers producing OPC compliahrd, firm and soft real-time terms misrepresents the fact that each
products. OPC replaces custom drivers used to connect differ@nin fact hard-real-time and all factory automation systems must
manufacturer’s 10 field device products. Before OPC, a differeptaintain all deadlines, and instead indicate control loop timing
driver was required to connect Intellution’s FIX to Allen-Bradleyresponsiveness, and should be termed, “hard real-time response,”
PLCs, or Siemens PLCs or GE Fanuc PLCs. At one time, Wonfirm real-time response,” and “soft real-time response.”
derware advertised over 200 such drivers. Now, one OPC driver isTo evaluate real-time correctness, tasks cannot be judged solely
required to connect to any one of these PLCs running an ORE independent entities, as tasks need to communicate and syn-
server. Moreover, the Intellution FIX can be replaced by ahronize with each other. Communication is a major aspect of
USDATA or Wonderware product as these conform to the stafactory automation in determining real-time correctness, where
dard OPC client interface. synchronization is a form of communication and data is a signal.
Several metrics exist to measure the effectiveness of communica-
. tion. Latency is defined as the elapsed time before a message is
3 Performance Requirements for Open Factory Auto- acknowledged. Throughput is defined as the rate one process can
mation send information to another process, especially important for sys-
General-purpose commodity software is often difficult to usims that share large amounts of data. Factory automation de-
“as-is” in factory automation systems as it may not offer a finenands real-time, deterministic communication so that latency, not
enough degree of programmability, or offer enough performandiyoughput is the fundamental determinant of communication cor-
or it may hide system and resource policies and mechanisms aadtness. All communication latencies must meet or better an up-
make them inaccessible to the software developer. These undet bound time interval. Another measure of communication cor-
lying features are considered part of a black box, where a begtetness demands that communicating tasks do not deadlock.
effort is provided to all users. For most programming applications, Communication between tasks in factory automation ranges
fair allocation of resources works adequately, however, this poliésom 10 subsystems in machine controllers to remote communi-
is not sufficient for factory automation, which needs finer accesstions for monitoring operations on the shop floor. 10 integration
and control in order to attain real-time, high-performance, deteés a major task in developing factory automation and the trend in
ministic operation. This section will review the real-time requirefactory automation 10 integration is towards the networking of the
ments of factory automation as seen from an open-architectu@ to simplify wiring, programming, and maintenance based on
perspective. open, standard protocols and equipment. 10 networks offer sim-
plified cabling, which alone eliminates much of the cost and

. . reatly simplifies troubleshooting as diagnostics can now be ap-
demands a stronger threshold of assurance than just logical fad at once to all equipment on the network, instead of hunting

gram correctness. Factory automatior_l is based on numerous in S the broken component. Network research focuses on using
nal control loops to manage the equipment. A control loop cons )

sists of a repeating cycle of operation: sample command tatistical, algorithmic and neural network approaches for maxi-

setpoint, compare commanded to the sensor-measured actual s€ ing bandwidth while insuring real-time performare-6].

point, compute a goal-directed setpoint, and output setpoint to an lthough high-speed performance is important in a real-time

actuator. This control loop cycle runs repeatedly at a fixed timcé)erI system, reliability and deterministic behavior are the ulti-

interval, or period. All control loop timing constraints must bénate system measures that cannot be sacrificed at the expense of

satisfied in order to guarantee system reliability and prografflimizing performance. Factory automation will be considered
correctness. real-time correct if and only if every hard real-time task executes

The formal definition of hard real-time is in terms of time_determlnlstlcally bounded by fixed response time and does not

bounded, reliable and deterministic execution, and differs fronialeCk' Erevention of de_adl_ock is an im_portant part of program-
the industrial ad-hoc notions of hard, firm, and soft real-time. T ing multi-threaded applications. Historically, simple OS like

formal approach divides real-time systems into tasks with halQ; S were single threaded and cquld deadlock only by entering an
real-time deadlines or soft real-time deadlines. We define a fdef'n'te loop. Moder_n QS are mult|threade_d, qnd as more complex
Stems require priority-based synchronization mechanisms such
is an executing instance of an application on the computing plat: _semaphores, timers, events, message queues, mutex, etc., plus
form, and a thread is a path of execution within a process. ility to handle priority inversion. To avoid deadlock in a multi-

periodic task; is characterized by a worst-case computation timg\¢aded environment, many OS kernels support either a software
C: and a periodT; and must finish by the end of its period. TaskQl hardware watchdog service to monitor operation. The watch-
are independent if they do not need to synchronize with eafR9 OPerates like a countdown timer, and as long as the system is
other. A real-time system typically consists of both periodic an nctioning properly, it \_N|II reset the timer before it reach_es zero.
aperiodic tasks. The hard-real-time factory automation tasks azgeuld the watchdog timer reach zero, appropriate action to re-
the control loops. The case where a task must finish by the endS9fve the deadlock can be taken. In summary, a system is real-
its period is a hard deadline, and a system must meet all haige correct if and only if the following requirements are satisfied:

deadlines, otherwise the system is not correct or deterministic. For, rocesses execute deterministically within upper bound re-
soft upper bounds, the system attempts to meet all upper bounds, sponse time

but the system is still correct if some deadlines are missed. « processes do not deadlock or can mediate and resolve dead-
In practice, factory automation is judged based on how fast it |4k

can perform control loops. The terms hard real-time, firm real- , interprocess-communication, interrupt latency, and context

time, and soft re_al-time are ‘_‘rule-of-thumb” timing qualifiers switching execute within upper bound response times.
used to characterize the real-time performance of a system. Hard

real-time is the most stringent control timing requirements, per- Methods to improve design correctness and improve the safety
formance on the order of less that 1 millisecond resolution. Firand reliability of manufacturing controller operation through de-

real-time means control timing requirements on the order of 1—1@ction of real-time faults is an ongoing research area. The use of
millisecond resolution. Soft real-time means meeting control tinbetter modeling techniques in early system design can result in
ing, at greater than 10 millisecond resolution, with the potential time and cost savings in system integration due to better real-time

3.1 Real-Time Measures. Factory automation reliability
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correctness analysis and early problem identificafiball. Bet-  Fast context switching, small interrupt latency
ter run-time capabilities could improve operation in spite of fail-
ure by embedding into the programming languages, OS, or @S Factory Automation PC Platform Technologies

kernel the ability to detect and handle timing errors caused byO trol for hiah-erf fact N i h
variations in processing determinism due to interrupt service pen control tor high-performance factory automation, such as

; D alin o S ~ "a’CNC, typically requires some modifications to desktop PC com-
iiﬁhmg’ pipelining, and bus arbitration within the systet puting platforms. Figure 1 illustrates the three main PC-based
control architectures used to handle high-performance, hard-real-
3.2 RT Scheduling. Scheduling specifies how access to onéme, factory automation where response times/control loop per-
or more reusable computational resources will be granted. Rermance is under 10 milliseconds. The first architecture is soft-
quirements for scheduling within factory automation equipmentare servoing based that runs 100% on the operating system,
will be reviewed, while higher-level shop floor production scheddsually under a RTOS. Another architecture is still 100% PC con-
uling will be considered outside the scope of this paper. The ptiol running a general purpose OS, but has real-time extension
mary scheduling within a factory automation controller is for diskernel. The third architecture entails putting the control on a sepa-
patching tasks to run on the procegspr General-purpose rate PC co-processor board.

commodity OS only provide time-sliced and round robin proces- 41 PC-Based Real-Time Control. PC-based hard-real-

sor scheduling, which are non-deterministic algorithms and thus e control depends on insuring that hard-real-time tasks have
unacceptable for factory automation. Factory automation reqw%her or RT priofity and that the task and data are loaded and

prel;emptive priority-balsed agd/or o!eadline-based scheduling locked into on-board physical memory, to guarantee against any
tasks to guarantee real-time determinism. : e

Scheduling must insure stability under transient overload, S“gﬁmigzum br%/a‘l)a%if?ljllc?vr\]/gdst%ﬂ rgalétlgﬁliaglés:ﬁgi:avgnlotvr\llgr
as when a system is suddenly overloaded by arrival of new everﬁg.in constraintsy pag P 9

rol 9 -

Factory automation should be able to specify real-time cont ; . . .
loop timing requirements with scheduling parameters such SOne of the primary considerations when using a PC that have

deadlines and periods. Unfortunately, much of the real-ti ard-real-time threading is interaction with the related hardware

scheduling is still ad-hoc and manual within factory automatiofi'd. device drivers. The behavior of these devices can vary
Rate monotonic schedulin@®MS) is an example of aschedulinggreaﬂy’ and compliance and performance must accurately be

aradigm that could be used to provide deterministic real-tir&gsteo.l' Microsoft manages its hardware certification testing with
gchedl?ling{w,le‘ﬂ. RMS would be (F))f great help, but RSM is notItS Windows Hardware Quality Lab@VHQL), which provides

widely available on many RTOS. Instead, most RTOS only su endors with published specifications and standardized automated

port task priorities as a means of defining scheduling criteria. est suites for testing and validating their hardw@. Although

To this day, many factory automation systems handle potentfﬂingem’ these tests measure compliance and do not necessarily

transient overload by using excess capacity and exhaustive t fi‘fepferfgr??;?%%3%%3@&%%:%r?:tvgtbvg?&d:tr@éetggisfrv_
Ing. For these reasons, real-time systems are expensive and o'ckwell)fAutomation developed additiongal certification tests forg’
cult to maintain. There is ongoing research, with tools slowl P

emerging, to advance the state of the art in factory automation Fvlvrsp'(lqlfjl;:rtssgcf)t_f?erg;iirrﬁ:rg% 5 glrfgrml?cnz;?o%v;]j n#:é?}%é:]oe Win-
automating the support for execution time and schedulabili pp : 9y

; : . sed on this architecture are used in place of traditional propri-
analysis and support to allow independent real-time software co y PLC-based systems for soft-real-time plant floor control.

X . . I
E:Snoeur;t(;segotﬂg;e;gwc;ﬂcie{ék;e_lrléesource needs and to negotiate for Z%/licrosoft Windows CE is also a RTOS as well as a commodity
' OS product. However, its application is intended for the embed-

3.3 Real-Time Operating Systems. Based on the determin- ded market, such as the handheld, diskless PCs, and is not widely
istic criteria, factory automation has a set of processing requiravailable on general-purpose PCs. Since there is no de facto hard-
ments that are different from those provided by a general purposare platform, it is difficult for third party factory automation
operating system. For instance, fairness is not an issue in real-tipteviders to develop products, such as 10 boards or visions sys-
control. Instead, hard-real-time factory automation tasks are per-
manently dedicated to the hardware and are guaranteed to run at
fixed periodic intervals. Thus, factory automation must run o~
Real-time Operations SystefRTOS that provides deterministic,
high performance and complete access for processor allocati =
memory management, communication, and thread scheduling.
insure that a controller or manufacturing applications operates
hard-real-time, a RTOS would be expected to be optimized Pms T os

HMI

provide the following services:

i
i

 High resolution timers e —
» Multi-threaded and preemptive with support for thread prior
ity and/or predictable thread scheduling such as rate-monotoni System Bue System Bus System Bus
* A system of priority inheritance must exist for the detectior
and prevention of priority inversion — T
mécﬁ;ﬁgﬂgg for predictable process and thread synchronizati E:’ ﬂ E:ﬂ Co-Processor
i |
e Support for a virtual address space, but allows real-tim
threads to be locked into memory to prevent non-determinist | I |
paging delays. Paging has a lower priority level than the real-tin { ! \
priority process levels so that virtual memory can still be use Machino i Mechine 1 Machine @
without interfering with any real-time processing —_— = ‘ ‘
» Each thread preemption is based on a priority scheme, wh
threads at the same priority level run in a round-robin fashion Wit & e omr = " i resktimo Kemal xension e arao "
each thread provided a quantum or slice of execution time with
time quantum potentially in microseconds Fig. 1 Primary PC-based control system architectures
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tems. Some factory automation vendors are developing PDelta Tau, Aerotech, LabView products from National Instru-
compatible platforms with Windows CE as the installed OS, buments, or Galil products. The main disadvantage to this approach
these are not in the commodity volumes as in the desktop indisthe increased cost for the additional hardware.

try, so the prices are not as competitive. Further, device driversThe coprocessor board does not have to be an actual motion
developed for mainstream Windows don't work with Windowgontrol product, but instead can be a full or half-sized industrial

CE, which limits the selection of peripheral equipment, as well &ngle board computers that is loaded with an embedded real-time
increases the costs. operating system. Examples commercial and research RTOS suit-

able for embedded coprocessor platforms include: VxWorks from

4.2 PC-Based Real-Time OS Extensions.Both Linux and WindRiver Systems Inc.; LabView RT from National Instru-
Windows NT have extensions available to make it a RTOS, usments; Embedix RealTime, a hard real-time Linux OS; DR-DOS a
ally based on a strategy of masking the fundamental PC timeal-time DOS OS also from Lineo; QNX from Software Systems
interrupt. This works by modifying the OS kernel so that all callstd.; Chimera[26]; and Microsoft Windows CE; and Microsoft
to enable/disable interrupts and the interrupts themselves are indows Embedded NT with real-time extensions products in-
tercepted by a real-time scheduler and interrupt handler. User Riding: INtime from TenAsys Corp., RTX from VenturCom,
threads are first installed as dynamically loaded kernel moduldR¢., Hyperkernel from Imagination Systems, Inc.
Upon every timer interrupt, the RT scheduler runs real-time user
threads according to their priority. Only when all real-time threads Real-Time Programming of Manufacturing Systems
are idle does the scheduler pass .control back to the no_rmal 0% open programming language environment is critical for
kernel. There are problems with this approach. Many devices cahiq integration of mechatronic devices that include stepper mo-
only tolera_te interrupts being blocked for a shprt amount of timgrs DC and AC motors, laser and vision sensors, force and
before losing data. The general-purpose services and APl of fagque sensors, tactile sensors, pneumatic grippers, etc. These
primary OS are not usually available, thus eliminating the use gfechatronic devices are essential components of many manufac-
the greater selection of PC programming and diagnostic tools. turing systems such as robot manipulators, CNC machines, and

RT-Linux was the first such popular extension to Linux basegutomatic assembly systems. For example, according to its pre-
on the timer masking to allow real-time OS featuf@®]. The programmed software implementations, a robot can make intelli-
DIAPM Real-Time Linux application InterfacéRTAI) provides gent decisions and actions based on external sensory information.
similar capabilities. It is based on the DIAPM Real-Time HardExperience indicates that a large portion of a typical robot appli-
ware Abstraction Laye(RTHAL) [23]. KU Real-Time Linux cation program is non-motion relat¢@7]. Programs deal mainly
(KURT) provides normal Linux user process with better timingvith initialization, communication, synchronization, sensory in-
resolution and control over scheduling than the standard Linfirmation processing, and error checking and correction. Much of
kernel. Although KURT is not strictly deterministic, it may be athe intelligence of a manufacturing system is derived from these
better choice for “firm real-time” application§24]. The NIST sophisticated software implementations. Requirements for pro-
Enhanced Machine ControlléEMC) is an example of an open- gramming of manufacturing systems such as robot manipulators,
architecture CNC controller exploiting real-time Linux, oper"NC machines, and measurement machines are in general much
source, and community software developr{@&. When running hlghgr than those programming in _desktop.computers b.ecause of
actual equipment, real-time Linux is used to achieve the determff@/-time and special constraints with machinery. Some important
istic hard-real-time computation response rates requ2e@ mi- eatures for programming of manufacturing systems are listed in
croseconds is typichl Table 2.

Windows NT is suitable for firm-real-time control, but interrupt Research and application experience of industrial automation

. - - nd manufacturing systems indicate that an ideal programming
service for some devices can be prqtracted, and jitter can oc a%'nguage for manufacturing systems must be a sophisticated com-
within the running control system. Windows NT can run a real:

time kernel like TenAsys INTime or VenturCom RTX or Hyper- uter programming language. The language should appeal to both

K |t | ination S Inc. Th dqd e%gphisticated expert programmers and novice users. In most cases,
ernel from Imagination Systems, Inc. These systems add a regi,isticated users will write high-level functions that can be

time kernel that intercepts the interrupt from the PC clock beforrgad”y used by less experienced users. The language must be
the Windows operating system receives it for scheduling real-tiggerministic for real-time programming. The language should be
tasks local to the kernel. TenAsys INtime provides a memof)terpretive with a quick system response. The program compila-
protection scheme between its real-time kernel and the Windoygn presents a serious problem for real-time manipulation of
NT operating system kernel. Proprietary real-time kernel extefechatronic systems. For a real-time manufacturing system, the
sions are also used to streamline system development by allowing

PC-hosting of real-time targets. An example of this type of real-
tlr_ne PC development system is Mathwork’s Matlab running Reafpje 2 Important features in languages for programming of
Time Workshop or xPC. manufacturing systems

4.3 Co-Processor Board. This design alternative uses a tra-

Deterministic for real-time computing

ditional PC and couples it with a coprocessor board in the samg

Interpretive

platform backplane. The platform runs a typical window-based

Interactive user interface

Operating System to provide the controller a human-machine-|

Ease interface with binary objects

interface that can potentially offer other typical desktop process-

Concurrent programming

ing chores running in the background or when the machine con
troller is not operating. This yields benefits of real-time control

Superset of an established language

while using the database, communications, and HMI capability of

Based-on an open language with international standard

the PC. The use of bus-mastering coprocessor boards are popul

Object-oriented

because they provide extremely high-speed communication con

Graphic user interface

trol across the bus transparently to the operation of the general

Supported in heterogeneous platforms

purpose host operating system. The use of this design provides

Code portable across-different platforms

instant “firewall” against secondary impairment from the host to
insure real-time controller operation on the coprocessor board

Secure network computing

Advanced numerical computing with matrix library

Numerous coprocessor boards are available in the market, such a
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external environment may be different at each execution, so tbellection is typically non-deterministic. The early version of Java
testing scenario may not be repeatable. During debugging amih unrestricted garbage collection presents a serious problem in
testing, it is impractical to restart a program from the very beginmeal-time computing for applications in manufacturing systems.
ning every time a change is made or a problem is diagnosed. Toieidy of memory-allocation behavior of embedded applications
programming environment should support command or functiowitten in Java is still an active research to9]. General-
execution interactively. Although the language is interpretivggurpose interpretive languages such as Perl, Python, Tcl/TK are
some time critical code such as control algorithms for servo logso not desirable for programming of manufacturing systems be-
might be compiled for fast execution. Therefore, interpretiveause of their lack of interactive user interface. The code written
scripts should be able to interface to binary objects. It is typicé) these glue languages are difficult to read and maintain.

that multi-tasks or threads are executed for servo update, IOMost programming languages for manufacturing systems cur-
checking, user interface, etc. The language should support cond@ntly in use are associated with proprietary commercial manufac-
rent multi-task processing. In addition, the language should beWding products with specific_hardware configurations. For ex-
superset of an established computer programming language raffgple, like the pre era of Unix/C computing environment, every
than a subset. Programming of manufacturing systems can tigRot has its own programming system or language with different
draw upon a large body of existing user and code base. The b&gations and symbols. Integration of different robots in the same
language should be an open language with an international Stgfpdgctlon line is difficult and the training of perspnnel is costly.
dard so that it will keep abreast advance of the new technolody? Single robot-independent language has prevailed as a de facto
The language should be easy to learn. It will be used not only fefandard for robot programming. In general, the evolution of robot
programming of manufacturing systems, but also for daily pr&rogramming Iangua_ges follows the evolution of general-purpose
gramming tasks. The object-oriented nature of the language viiffmputer programming languages. Robot languages based on Al-
ensure that the code is relatively easier to develop, maintain, &#: APL. Lisp, Basic, Fortran computer languages can be found
reuse. Programming of manufacturing systems should be simil@rthe 1970s and early 1980s. Robot languages developed in the

; - ot 80s are primarily based on Pascal that was popular then. In the
to very high-level shell programming. Application programs ar
created not by writing large programs starting from scratch. | ate 1980s and 1990s, C.Cr, and Ada are the prevalent com-

. : ter languages. Although most robotic systems are now coded in
stead, they are combined by relatively small components. Th %C++, or Ada, no existing robotic system behaves like C,

components are small and concentrate on simple tasks so that tHey ) . .
are easy to build, understand, describe and maintain. The langu gr?;,olorCAIEjizrg?ymisthseugsez;rf g)?;:rt] ?t&v('fv‘{n-l;ng Fs\)csct:(eE:r(])bt?;[e
should support modular programming. A set of high-level COMobet motion-related C library is Iinkgd whén an eerutabIé object
mands and functions developed by experienced researchers and . ) aryis| . I

code is generated in a Unix environment. Open-architecture robot

engineers then can be readily used by novice users and faCt(?('%trollers and standard interfaces for sensors and actuators are

p_ersonnel. Th_e programming environment ShOL.jld support USF cognized as critical research issues for emerging applications of
friendly graphical interface and visual programming as illustrate botics and intelligent machind81]. The popular commercial

in LabView. However, an entirely visual based programming eNobot languages include KAREL, ¥+, VAL II, UNIVAL

vi_rqnment without a base of procedural program_ming Ianguage\|/s++. CNC high-level languages are APT or a CAD representa-
difficult to program for complicated manufacturing tasks, €SPSion that is post-processed into machine-executable languages, in-

gi_?flly for Ter;sor fusm?\' Thsv_laélguage dsth_)uId be shupportel_d (L,rlhding RS274D or BCL. The prevalent CMM language is DMIS.
ifferent platforms such as Windows and Linux so that applic : : .
fion programs will be portable. The language should kjfior programming of manufacturing systems, a Ch language envi

. ) > @ Bfnment has been developed and used to control a manufacturing
manufacturing-system-independent so that high-level applicatign,  ce |l with two industrial robot manipulators under real-time
programs can be developed to relieve programmers of the taslﬁ_g xOS [32—34. Ch is a superset of C interpreter with all fea-

learning different programming languages for different manUfaﬁ]res of C90 as well as new features in C99, objected-oriented

turing systems. It will enable integration of mechatronic devic&gyres in G-+, and salient features from other programming
from different vendors for consistent interfaces external to mas guages and software packages.

chinery. An integrated manufacturing system often consists o
several subsystems such as a workcell with multiple robot ma-

nipulators. The language should support programming of sevegl Real-Time Component Technologies

manufacturing systems concurrently. To ease integration with aS. o . he fi d . hievi
manufacturing executive system and other information systems>\NC€ IS inception, the first and easiest step to achieving an
n-architecture was to provide open access to controller com-

manufacturing systems are often networked. The language sholitf

support secure network computing with industrial standard ndjonents, which is now a widely-established paradigm available in

working protocol TCP/IP. It is desirable that a program can OSF commercial controllers._ The next step“ in the “open-

are, possibly combined with hardware, which provides well-

éined functionality and well-defined connections or interfaces

supports advanced numerical features such as matrix comp pos&ad for. cgmmlun!catlon. Comppﬂents_ ﬁre dgshlgned for re-

tions similar to matrix features in Matlab. It is also desirable to b%eﬁé% Igflerclarbsi?l\éee?(?gt]i%J%Sg%n;ghiﬁtseraméli(?e{tivc\)”rtlsocu;ncfgopr?cl)-

;bl/?stl?afefgﬁgi] owrt])(l:(t)lgl?-géosgé bsssgrgri?n%irgéng:g]ngd a:rEdcf(?rli:rLiit uced more qL_chkIy, thus reducing the time to market. As product

trial con{rol In this paradigm ,function blocks are the softwarﬁfecyCIes continue to $horten, compon_er_lt-based development has

. o g - .The potential to help improve productivity and reduce software

equivalent of integrated circuits that are wired together to bui gosts

control system$28]. . . . _To be effective, components must provide the following
Development of a language environment for real-time Operat"?%atures

of manufacturing systems takes a deliberate effort. General- '

purpose compiler-based system languages such as C and C « Location independence so that components can transparently

are not suitable for this purpose. The Java programming language run in the same process, same platform, or across a distrib-

is more portable because a machine independent intermediate uted network.

bytecode is generated from a Java program. The bytecode them Platform independence so that components interact as if there

can be executed by a Java virtual machine. However, garbage were a single type of platform.

used in manufacturing systems, so it is desirable that the langu
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* Programming language independence so that components stlh focusing on cost and quality. Open architecture control sys-
interact regardless of the component implementation latems are a key enabling technology for realizing agile manufac-

guage turing through increased flexibility and reduced automation life
» Ease of use for deployment and customization cycle costs. The open architecture ability to reconfigure or extend
 Support for multiple languages and environments existing equipment to meet new needs is particularly powerful in
* Less-skilled programmers must be able to assemble appligaeeting these challenges. Life cycle costs, including purchasing,

tions integration, customization, training, maintenance, diagnostics and

Tools must be available to catalog the various componenigpair, will be positively affected by the competitive pressure that
and for composibility to assemble and test new applicationises when proprietary barriers are eliminated and interoperabil-

built from components _ ity standards are introduced. This paper reviewed a wide set of
* Interchangeable to scale performance, depending on the @gal-time open-architectures and component-based tools and tech-
plication nologies that are on the forefront of agile manufacturing.

There exist several component-based controller developmenfn the horizon, there remain important business issues and
products, e.g., ControlShell from Real-Time Innovations, antgchnl_cal problems to be solved before open architecture manu-
LabView from National Instruments, that achieve many of thEaCturing systems are to become a prevalent technology. Techni-
desired goals of component-based technology. Unfortunateﬁﬁ' problems |ncl_ude achle\_/lng deterministic execution of critical
these products are proprietary and the resulting components &98trol tasks while leveraging desktop computing hardware, op-
not interoperable so interchangeable “plug-and-play” is imposrating systems, and software not ideally suited to this purpose;
sible[35]. Although neither component model was originally in-2ttaining high levels of reliability when moving from a monolithic
tended to be used in the real-time machine control, both are evolgodel to one in which system integration plays a major role; and
ing into this application domain. Because of the enormity of thiicreasing the communication efficiency that impairs the design of
COM market-presence, many controller products, such as LdRly distributed real-time systems. There are several significant
View, will accept COM components within some aspect of thefpusiness obstacles. Product differentiation becomes more difficult
development environment. with the loss of uniqugalbeit proprietary interfaces. Skill sets

COM is the Microsoft architecture for local interaction of comneed to shift away from in-house development of soup-to-nuts
ponents and the Distributed Common Object Md@&COM) pro-  turnkey systems to systems integration, where software engineer-
vides the methods for remote interaction of components. COMg becomes more important. Perhaps most significant is the ven-
has evolved from its origins as a mechanism to let applicatiodr's loss of control over deployed products, whose original
dynamically perform Object Linking and Embeddin@LE). nameplates now cover untested combinations of aftermarket cata-
COM provides many services to facilitate component technolodgg components. Who is responsible for the injury or death of
including, location transparency, security, registry, naming, amdachine operators when something goes wrong? To meet these
type information are included in any 32 bit Windows operatinghallenges, industry must adopt new practices when dealing with
systems, at no additional charge. The primary benefit to COM épen architecture controllers. Conformance and testing are critical
zero sacrifice on performance for within-process component intéo- successful operation. There is a need for public conformance
action. For integration of factory automation with the businesand test suites to be developed for which users and providers of
enterprise, COM- adds the Microsoft Transaction Sery®fTS) open architecture technology could test products against the stan-
that provides services for transactional guarantees, concurreeyd open architecture specifications, and hence ensure product
control, instance lifecycle management, database session manéigelity as well as interoperability.
ment, and security. DCOM is the basis for distributed communi- Today, the evolution of open architecture controllers and its
cation, and is designed for use with multiple network transportapplication in manufacturing is still in its infancy. However, the
including TCP, UDP and HTTP. DCOM is based on Open Sofadvent of PC-based open architecture control has already pro-
ware Foundation's DCE-RPC specification, and is not real-timduced opportunities and exposed latent markets that previously
OPC has been the leader in the realization of COM-based opevent unfulfilled. One market that has benefitted is small manufac-
system manufacturing communication products. Wind Riverisiring enterprise§SMES, companies with fewer than 500 em-
VXDCOM provides a third-party implementation for developingloyees. Most of these companies are quite small, employing less
real-time DCOM applications. than 30 people. These companies have traditionally been left out

CORBA is a specification from the Object Management Grougf the CNC user market due to high costs of entry. The impact of
(OMQ) that defines a software bus, the Object Request Brokis technology insertion is expected to be significant. In the U. S.
(ORB), for platform-independent and language-independent corlone, there are 381,000 SMEs, which employ 12 million people
munication and execution between software objects. CORBA wgg3 of the manufacturing forgeand account for half of the total
designed by the OMG consortium to specifically to handle thg. S. manufacturing valug89]. Some of these small manufactur-
problem of integrating distributed applications running on a migrs have begun open-source software projects to develop free pro-
of operating systems running on mainframes, workstations and gkams for CAD, CAM, and CN40]. These groups have set up
desktop machines. CORBA was not originally intended for realnternet sites where developers can collaborate and post new con-
time applications, but can be used in soft-real-time factory autgibutions. Software is released to the user community through
mation with certain cavea{86]. The Real-Time CORBA speci- development snapshots, and users are encouraged to submit new
fication was developed to overcome the non-deterministiiaterial and requests for features or improvements. Aside from
behavior of CORBA and provide real-time functionalif87]. the obvious advantage of free software, advantages include the
This standard tackles the key issue of end-to-end predictabiliiility to customize the software for specific needs, or port it to
across a CORBA system, and provides its solution in terms géw platforms. Disadvantages include the higher degree of own-

priority control, synchronization, protocol selection and othesrship users must accept, due to the explicit lack of warranties,
forms of resource contrdB8]. Examples of Real Time CORBA and the developmental nature of the work.

products include HARDPack from Lockheed-Martin, ORBEX- yitimately, open-architecture technology is but a first step on
press, Vertl/Expersoft Orb, e*ORB, and the Highlander port ghe path to new and more intelligent manufacturing control. Re-
VisiBroker to an RTOS. search into the use of smarter cooperative components, or agents,
is being applied in a variety of architectures to design and imple-
7 Summary ment distributed intelligent manufacturing syste#s]. Much re-

The next generation of manufacturing systems must be agilegearch remains to resolve key issues related to component-based
better adapt to changing markets and evolving technologies, whilpen-architecture systems, such as system configuration and inte-
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gration, communications, |egacy issues and standardized inter- Environment for Real-Time Applications,” Real-Time Syst. 16, No. 2/3,
faces. However, the prospect for these controllers based on dﬁ pp. 155-185.
S

S . 0] Microsoft. Windows Hardware Quality Labshttp://www.microsfot.com/
rivatives of component-based open-architecture technology ]hv\nesﬂdefaun'asp_ Quallty: Labshttp

especially promising, Oﬁerin.g U.n”mited F?Otentia| for inte”igem [21] Rockwell Automation—Allen Bradley, 1998)sing the Windows NT Operat-
controllers that are self-configuring, learning and self-organizing. ing System for Soft Reqal-Time Control-Separating Fact from Fictighite

Paper.
f [22] REALTIMELINUX.ORG., The Real time Linux Portal2000. URL: http:/
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